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ABSTRACT Molecular dynamics simula-
tions of triclinic hen egg white lysozyme in
aqueous solution were performed to calculate
the intrinsic pK,_s of 14 ionizable residues. An
all-atom model was used for both solvent and
solute, and a single 180 ps simulation in con-
junction with a Gaussian fluctuation analysis
method was used. An advantage of the Gaus-
sian fluctuation method is that it only requires
a single simulation of the system in a reference
state to calculate all the pK,_s in the protein, in
contrast to multiple simulations for the free en-
ergy perturbation method. pK;,,, shifts with re-
spect to reference titratable residues were eval-
uated and compared to results obtained using a
finite difference Poisson-Boltzmann (FDPB)
method with a continuum solvent model; over-
all agreement with the direction of the shifts
was generally observed, though the magnitude
of the shifts was typically larger with the ex-
plicit solvent model. The contribution of the
first solvation shell to the total charging free
energies of the titratable groups was explicitly
evaluated and found to be significant. Dielec-
tric shielding between pairs of titratable groups
was examined and found to be smaller than ex-
pected. The effect of the approximations used
to treat the long-range interactions on the pK,,,
shifts is discussed. © 1994 Wiley-Liss, Inc.
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INTRODUCTION

It is well known that the function and stability of
a protein in solution can be greatly affected by the
pH; examples include the acid denaturation of pro-
teins, and the variation of activity of many enzymes
with the solution pH. For this reason, the accurate
determination of the pK,s of charged amino acid res-
idues, and hence an understanding of the electro-
static forces within proteins in solution are a subject
of great interest for both biophysical theorists and
experimentalists.

The titration curve of a native protein can differ
substantially from the sum of the unperturbed titra-
tions of the constituent acidic and basic groups;
therefore, one of the main motivations in calculating
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pK, values is to predict how the protein environ-
ment shifts the pK, of an amino acid in the protein
from that of the isolated amino acid in solution. In
early treatments, Kirkwood and Tanford introduced
the concept of self-energy terms in the ionized
groups of a protein in solution.!? Recently, there has
been renewed interest in these terms and their im-
pact in the calculation of titration curves; the cur-
rent belief is that in addition to pairwise interac-
tions between charged groups, there is a balance
between the cost in energy of desolvating the ioniz-
able residues, and their interaction with the remain-
ing neutral, but polar residues. These factors can
make significant contributions to the free energy
and must be considered in any accurate treatment of
pK.s.

In general, the inclusion of solvent effects is
known to be essential for a realistic description of
structural and dynamic features of biomolecules.
The proper description of solvent-solute interac-
tions in biopolymers in water has received increased
attention lately, and several approaches have been
developed to accurately model the effect of the sol-
vent on the electrostatic potential of polypeptides or
proteins.>~* One class of methods includes macro-
scopic models, in which the solvent is approximated
by a dielectric continuum.'?1*-17 These methods
have received wide acceptance and have led theore-
ticians to develop this approach further. Several re-
search groups have recently applied the finite-dif-
ference Poisson—Boltzmann (FDPB) method using a
continuum solvent model to protein pK, calculations
and have obtained reasonably good results.>71%18 A
major drawback encountered in the application of
this type of calculation has been the fact that the
calculations are based on the protein’s crystal-struc-
ture conformation which may deviate from the solu-
tion conformation.®* More generally, conforma-
tional heterogenity and dynamics are not accounted
for in a natural way within the Poission-Boltzmann
framework.

A second class of methods includes discrete de-
scriptions of solvation, such as the “protein-dipoles
Langevin-dipoles” (PDLD) approach,'® where the
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solvent is treated by placing point dipoles on a lat-
tice around the protein, and the average orientation
of these dipoles is approximated by a Langevin-type
function. Another important approach for incorpo-
rating the solvent is to use a detailed microscopic
model which explicitly includes the water mole-
cules.>202! In this representation the electrostatic
interactions are governed by Coulomb’s law; cur-
rently used water models involve pairwise potential
functions (e.g., SPC?2 or TIP4P?3) that produce rea-
sonable bulk dielectric constants for water,2*25 and
yield fairly good representations of the solvent hy-
drogen bonding. 2326

Studies of solvation energies employing all-atom
solvent models have experienced a considerable
boost since the adaptation of free-energy perturba-
tion (FEP) methods to solvation problems.??:?® The
convergence of the calculations has been satisfac-
tory in many cases, and the calculations have
yielded reasonable solvation free energies.

The use of all-atom solvent models in conjunction
with FEP for the calculation of solvation energies
and pK s becomes far more difficult when applied to
proteins in solution because of problems inherent in
treating charge changes with explicit solvent mod-
els and because of the much larger size of the sys-
tem. The high computational effort has long prohib-
ited extensive all-atom FEP simulations which
would provide a microscopic description of the
charging process. Work by Warshel and co-workers
on BPTI, %930 and by Merz on HEWL and HCAII'®
are among the first attempts to include explicit sol-
vent around particular ionizable groups combined
with the FEP method to compute free energy differ-
ences upon ionization. The problems associated with
the evaluation of long-range electrostatic interac-
tions for these types of calculations are examined to
some extent by Lee and Warshel.®° Their work cur-
rently does not include any pH dependence, and only
a few hundred water molecules surrounding the par-
ticular sites are included in the calculation.

In this work, we employ molecular dynamics sim-
ulations (MD) using an all-atom solvent model, in
conjunction with a Gaussian fluctuation (linear re-
sponse) analysis method®! to evaluate the free-en-
ergy changes of ionizable groups in a protein due to
electrostatics.

An advantage of the Gaussian fluctuation method
for calculating pK,s is that only one MD simulation
of the system is required to evaluate all the pK,s in
a protein, and hence a microscopic treatment is com-
putationally feasible. The method has been tested
for smaller systems (e.g., two simple ions, and meth-
ylindole) in solution,®!*? and has yielded very good
results when compared with full FEP simulations of
the corresponding charging process. Another attrac-
tive feature of the Gaussian fluctuation method for
calculating pK,s is that it is derived from a linear
response theory. Not only has linear response theory

been demonstrated to provide an accurate descrip-
tion of many condensed phase electrostatics prob-
lems (and indeed the linear PB model is a linear
response model),>%* but we expect that the linear
response predictions will be less sensitive to the ex-
act parameterization of the molecular mechanics
force field than an explicit calculation of the ioniza-
tion free energies. Given the uncertainties in the
parameterization of the force fields, one can argue
that the use of higher order theory for calculating
pK, shifts is unwarranted, particularly if the focus
is on general trends. An MD simulation of the pro-
tein in solution should provide a more realistic de-
scription of the protein-solvent system than the
crystal structure.

To establish the feasibility of the method, we focus
here on calculating the intrinsic pK,s of the titrat-
able groups; the intrinsic pK, of a group involves
only the interactions of the charged residue with the
solvent and the remaining neutral, polar groups and
excludes electrostatic interactions with other
charged residues. We compare and contrast our ap-
proach to the method developed by Bashford and
Karplus'? in their study of lysozyme in solution. The
different contributions to the ionization free-energy
difference are analyzed, and the dielectric response
between different titratable groups is estimated. We
also test the effect of the truncation of long-range
electrostatic interactions in our calculations.

METHODS
pK,,. Calculation

The intrinsic pK, of an ionizable group i, pK;,,, ;, is
defined as the pK, the group would have if all other
ionizable groups were neutral. pK;,, ; is given by the
following equation:

1
PKin; = KO, + m [AG; - AG?] (D)

pK?; is the known pK, of a model compound in
solution; AG; and AGY are the change in electrostatic
energy for charging the ionizable residue in the pro-
tein and the model compound, respectively. We
chose titratable groups within the protein as our ref-
erences or model compounds. For each titratable res-
idue type we chose a particular residue from the
protein as model compound for that residue class,
thereby limiting the calculation of pK;,, to only
those residues that were present more than once in
the protein (i.e., Glu, Asp, Lys, and Tyr). Table I lists
the amino acid residues used as model compounds
and their respective ngjl-s‘ The reference residues
were chosen based on the criteria that the intrinsic
pK,s for these residues, calculated by the FDPB
method,'? were close to the corresponding pX, for
the isolated amino acid.

The free energy change in charging the titratable
groups was calculated using the Gaussian fluctua-
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TABLE I. Amino Acid Residues in Lysozyme
Used as Model Compounds

Residue Model

type compound pKY ! PK noa™
Asp Asp-18 3.5 4.0
Glu Glu-7 2.7 44
Lys Lys-97 10.0 10.4
Tyr Tyr-23 11.2 9.6
*See Ref, 12.

tion formula derived by Levy et al.?! The formula is
derived in the framework of linear response theory
and is based on the assumption that the probability
distribution function of the fluctuations in the total
electrostatic interaction energy between the solute
and the solvent (in our case: water + nontitratable
groups) is Gaussian. The formula has been applied
to the calculation of the free-energy change upon
charging two simple ions in aqueous solution®!; the
results agreed well with corresponding free-energy
calculations using the thermodynamic integration
simulation method.

Under the Gaussian fluctuation approach, the ex-
pression obtained for the total free-energy change of
going from a reference state to a desired final state
is the following:

AG = D> ViAg; - -gz (AVAV)AgAg .  (2)
t 2%}

In the first term, V, is the average electrostatic po-
tential due to the solvent (in our case, solvent +
nontitratable groups) at the ith titratable site, and
Aq; is +1 or —1, depending on the type of residue.
This term represents the difference in charge distri-
butions between the initial and final state of the
solute interacting with the average electrostatic po-
tential of the reference system. In the second term,
(AV,AV) is the correlation function for the joint
fluctuations in the electrostatic potentials at sites i
and j averaged over the reference system, where AV;
= V; — V,. This term represents the induction effect
caused by the solvent polarization, which in turn is
due to the change in solute charge distribution.
More details of the derivation are presented in the
Appendix.

For the calculation of pK,,, only the interactions
with the solvent and other nontitratable groups are
needed, and therefore the cross-correlation functions
involving pairs of different titratable groups,
(AV,AV)) do not contribute. These terms are in-
cluded in the calculation of the dielectric shielding
in a later section. The cross-correlation functions are
also important in the estimates of effective pK.s, a
subject that will be addressed in future work.

The final expression used to calculate the free-
energy difference at each titratable site was the fol-
lowing,

2G,= Vg~ (4 VE)ag? 3

where V', and (AV? can be obtained directly from a
molecular dynamics simulation. From knowledge of
AG;, pK,,, is calculated from Eq. (1).

Computer Simulation

Molecular dynamics simulations were carried out
on triclinic hen egg white lysozyme in water using
the IMPACT computer program.® The molecular
mechanics parameters used for the protein were
those published by Weiner et al.3® All hydrogens
were explicitly included, and the SPC water model
was used for the solvent.?? The equations of motion
were integrated using Andersen’s RATTLE algo-
rithm with a time step of 1 fs.35:37

The initial coordinates of the protein were
obtained from the Brookhaven Protein Data
Bank.?®~*° The final system consisted of the enzyme
(1980 atoms) and 4580 water molecules (~3 layers
of solvent) in a 52.0 x 49.6 x 61.8 A box.

The reference system was chosen with the follow-
ing properties:

® In order to make a more reliable comparison to
the results of Bashford and Karplus the charges
on the ionizable groups were distributed as in
Ref. 12. Thus the formal charge on the titrating
groups was localized on a single atom: the car-
boxyl carbon atom for Asp, Glu, and the C-ter-
minus, the amino nitrogen atom of Lys and the
N-terminus, the N,, atom for His, and the hy-
droxyl oxygen atom for Tyr. This approach has
shown negligible deviations from the case where
the charge is distributed over several atoms.?*2

® The arginine side chains were treated as part of
the nontitrating background also following
Bashford and Karplus. The justification for this
treatment is that arginine residues titrate be-
yond the pH range in which lysozyme is stable.

® Under the Gaussian fluctuation method,*! the
reference system can be either the initial state,
an intermediate state, or the final state of in-
terest, and may be chosen for computational
convenience. Since counterions would have to
be present in solution to balance any net charge
on the protein, and this in turn would require a
significantly larger system, the charge state of
the reference was chosen such that all physio-
logically charged lysozyme groups were neu-
tral.

® The Gaussian fluctuation formula is derived
under the assumption that the distances be-
tween ionizable sites are constant (see Appen-
dix). Consequently, the distances between the
atoms where the charge is localized in the ti-
tratable groups were kept fixed at their crystal
structure value using SHAKE.*! This con-
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Fig. 1.
production time).

straint is less restrictive than what is required
in the Poisson-Boltzmann framework, where
the entire protein is frozen. In our case, this
treatment can also be expected to be helpful
since by choosing a neutral state of the protein
as reference (not the native state of a protein in
solution), an unconstrained simulation might
lead to unfolding of the protein. This possibility
was tested by plotting the rms deviation of the
backbone atoms from the crystal structure (see
Fig. 1), where we can see that the problem of
unfolding does not arise.

The temperature was kept at 298 K using Ber-
endsen’s scaling method with a relaxation time of
0.01 ps.*? A nonbonded interaction list was regen-
erated every 5 fs using a 9 A cutoff. An atom based
cutoff was used for the protein—protein interactions,
and molecule based for the water-water interac-
tions. For the protein—water interactions, the cutoff
procedure was atom based on the protein and mole-
cule based on the water. Although a residue cutoff is
normally applied for the protein interactions, we
used an atom based cutoff to reduce the computa-
tional time; for our particular dynamics simulation
this is justified due to the restraining effect result-
ing from the constraints applied to the protein. Since
energetic quantities are sensitive to the cutoff pro-
cedure the analysis of the trajectory was performed
using an infinite cutoff for the intraprotein interac-
tions.

After 1,000 steps of minimization using a conju-
gate gradient method, the reference system was

180.0

t (ps)

Rms deviation of the backbone atoms of lysozyme over the simulation time (equilibration +

equilibrated for 30 ps, and a 150 ps production run
was completed. Coordinates were saved for subse-
quent analysis every 100 fs.

RESULTS AND DISCUSSION
Intrinsic pK, Shifts

In this section, we evaluate the shift of the intrin-
sic pK,s of ionizable groups in lysozyme with respect
to a reference residue (see Table I), and compare
them to results obtained by Bashford and Karplus.'?
Root-mean-square (rms) deviations of the main
chain atoms (residues 3 to 126) as a function of time
are also examined, and the results are shown in Fig-
ure 1. The graph illustrates that there is no large
conformational variation of the protein structure
with respect to the crystal structure over the length
of our simulation.

Using Eq. (3), we calculated the running average
of AG over the simulation time for the different ti-
ratable groups in order to examine the convergence
properties of the simulation. For most of the resi-
dues the convergence is good; Figure 2 shows results
for some of these residues. The intrinsic pK, shifts of
18 of the 21 titratable residues are shown in Table
II. The shifts were displaced such that ApK; , for the
model compounds we used would coincide with
Bashford and Karplus’ ApK,,,, in order to facilitate
comparison'? (the displacements are —0.4 for Lys,
—0.5 for Asp, —1.7 for Glu, and 1.6 for Tyr). Four of
those groups are used as model compounds and even
though they are shown in the table, they are not
included in the evaluation of the method.

From the table, 10 out of 14 groups shift in the
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Fig. 2. AG running average over the simulation. Solid line, Lys-1; short-dashed line, Asp-119; dotted line,

Tyr-53; long-dashed line, Glu-7.

TABLE II. Intrinsic pK, Shifts: FDPB* vs. Explicit Solvent (ES)

Residue ApK,,, ApK;,, 9 A) ApK,,, (15 A) ApK,,, (HM")
number (FDPB*) (ES) (ES) (ES)
Lys-1 -1.5 -74 -6.4 -5.4
Lys-13 -0.8 -14.5 -13.3 -15.7
Lys-33 -1.3 -2.2 -4.2 -6.5
Lys-96 -0.3 -9.9 -9.3 -8.6
Lys-97 -0.4 -0.4 -0.4 -0.4
Lys-116 -0.7 6.9 6.3 0.9
Asp-18 -0.5 -0.5 -0.5 -0.5
Asp-48 -2.9 -6.7 -6.6 -13.2°
Asp-52 1.6 -4.2 -88 -13.0
Asp-66 -2.3 -3.6 -3.2 -0.4
Asp-87 -13 -7.1 -6.8 -111
Asp-101 4.3 14.0 9.7 9.4
Asp-119 -0.7 1.0 -1.8 -4.6
Glu-7 -1.7 -1.7 -1.7 -1.7
Glu-35 1.6 -3.2 4.5 9.0
Tyr-20 3.6 21.7 22.8 26.0
Tyr-23 1.6 1.6 16 16
Tyr-53 2.7 20.6 24.5 29.6
*See Ref. 12.

‘Hierarchical method (see “Intrinsic pK, Shifts”).

same direction as the FDPB calculation, even
though in most cases the magnitude of the shift is
found to be larger than the FDPB result. It has been
observed that when the solvent is represented as a
dielectric continuum, the magnitude of the pK, shift
is underestimated, and when only a few waters of
coordination are included explicitly the shift is over-

estimated.* Moreover, the validity of the quadratic
charge dependence of the free energy of a system,
predicted by continuum solvent models, is still un-
der scrutiny, especially for systems where the full
charging process involving multiple sites is stud-
ied.*® A consistent treatment must include several
solvation shells and treat the Coulomb interactions
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in a physically consistent way. It is becomining in-
creasingly clear that truncation affects considerably
the structure and thermodynamics of the sol-
vent?*3444:45 55 discussed below.

As a quick test of the effect of the value chosen for
the long range cutoff on the results, we recalculated
the intrinsic pK,s using a 15 A cutoff for the pro-
tein-water and water-water interactions using the
same trajectories obtained with a 9 A cutoff, and we
observed if there were significant changes. Table II
shows the results; for several residues there are sig-
nificant differences between the pK;,, shifts calcu-
lated with the 9 A cutoff and the 15 A cutoff. For 10
out of 14 groups the magnitude of the shift is dimin-
ished with respect to the calculation based on a 9 A
cutoff. The largest discrepancy is observed for Asp-
101 for which ApK,, is 14 when calculated includ-
ing all solvent molecules within 9 A and is reduced
to 9.7 when all solvent molecules within 15 A are
included. For the system studied here, using a 9 A
cutoff for the interactions, the number of nonbonded
interactions that must be evaluated per step is ap-
proximately 2 million. We estimate that if the min-
imum image approach was employed as our method
of truncation (i.e., interactions of the solute with all
the solvent molecules in the system are included),
the number would increase by approximately a fac-
tor of 60.

In MD simultaions of proteins with explicit sol-
vent it is usual to include just three layers of solvent
and to truncate the interactions at a relatively short
cutoff distance to render the calculation computa-
tionally tractable. This approach is dangerous since
there is already evidence that truncation may lead
to incorrect physical interpretations and alternative
methods such as the Ewald sum have proven to be
more reliable.3* Several research groups are cur-
_ rently updating their codes to use more modern ap-
proaches,***647 some of which are based on the mul-
tipole approximation*®~%% which does not make use
of a cutoff for the long-range forces. Our laboratory
is working on the implementation of a hierarchical
method, based on the algorithm developed by
Barnes and Hut,*® to calculate the nonbonding in-
teractions. Although this work is near completion
we do not yet have all the pieces integrated; how-
ever, at this point we were able to use this new code
to reanalyze the data obtained from our 9 A cutoff
trajectories recomputing the electrostatic potentials
without the use of a cutoff. In this way we can fur-
ther test the effect of long-range interactions on the
pPK,,, shifts of ionizable residues in lysozyme. The
results are presented in Table II and changes in the
pK,,,, shifts from the 15 A case are observed. This
provides further evidence of the sensitivity of the
free energies of ionization to the way long-range in-
teractions are calculated, and points to the need for
systematic studies of the effects of system size on
charging free energies.

Different Contributions to the Free
Energy Difference

In this section we examine the contribution to the
charging free energy, AG, from the average poten-
tial and from induction effects, and analyze the rel-
ative significance and importance of each term with
respect to the final result. We also compare the con-
tribution from the first solvation shell to the more
distant waters and the protein background term.

The contributions to the free-energy difference
from the first and second terms of Eq. (3) (see the
section pK;,,; Calculation) are presented in Table III.
The results show that the induction effects associ-
ated with the change in solvent polarization and re-
flected in the correlation functions (AV?) dominate
the free-energy change with respect to the first term
in Eq. (8). Thus, the charging free energy is domi-
nated by induction effects. However, ApK,,s are
proportional to differences between AGs (see Equa-
tion 1), hence the induction effect will not necessar-
ily dominate these shifts.

By looking separately at the average electrostatic
potential at the titratable sites due to the solvent
and the background (rest of the nontitratable groups
in the protein) in Table III, we also observe that in
most cases the two terms tend to compensate each
other; analogous results have been obtained by
other groups.’? For example, there is a —16.4 kcal/
mol attractive contribution to the ionization of
Asp-87 due to the average electrostatic potential of
the hydrating water which is nearly cancelled by a
repulsive contribution of 20.2 kcal/mol from the po-
lar groups in the protein. This effect illustrates the
balance between the solvation effect to which the
ionizable residues in the protein are subjected and
their interaction with the remaining nontitratable
residues.

The study of the contributions of the background
term and the solvent to the total correlation function
(AV?) is less straightforward; (AV?) also involves a
cross-correlation function according to the following
relation:

B

Savy =
3 AV

B

2
Table IV shows the different terms involved in the
total correlation function. Overall, the correlation
function due to the interaction of the ionizable
groups with the solvent dominates; the solvent-back-
ground cross-correlation functions are negative, and
the correlation functions due to the ‘background’ are
close in magnitude to the cross-correlation functions
but of opposite sign. The negative correlation can be
understood qualitatively by the following argument.
Imagine that the protein is replaced, as in the con-
tinuum model, by a region of dielectric ¢; < e,

[(Avxz)solv + <Avi2>back + 2<AVi,solvAVi,back>]- (4)
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TABLE III Different Terms Contributing to the Free Energy of Ionizable
Groups in Lysozyme [see Eq. (3)] (energies in kcal/mol)

Residue

rombor Vet (Ve \Z Seavd g,
N-term -0.004 35.6 35.6 80.3 —44.7
Lys-1 -1.25 2.29 1.04 72.6 -71.5
Lys-13 -6.21 10.6 441 66.2 -61.8
Lys-33 0.79 -9.00 -8.21 70.4 -78.6
Lys-96 3.08 -2.90 0.18 68.2 —68.0
Lys-97 —4.83 -9.10 -13.9 67.1 —-81.0
Lys-116 -3.92 -10.2 —-14.1 76.8 -90.9
Asp-18 -15.5 29.1 13.6 51.0 —64.6
Asp-48 -0.21 -1.69 -1.90 74.9 -73.0
Asp-52 0.49 3.20 3.69 65.9 —-69.6
Asp-66 -0.20 6.35 6.15 62.6 —68.8
Asp-87 -16.4 20.2 3.80 69.8 -73.6
Asp-101 -5.34 —8.60 -13.9 58.7 —44.8
Asp-119 -19.5 26.8 7.30 55.4 -62.7
Glu-7 -159 18.8 2.90 53.7 -56.6
Glu-35 —-2.34 3.28 0.94 57.7 —58.6
His-15 -2.21 7.89 5.68 834 =777
Tyr-20 -6.83 -3.28 -10.1 68.4 —-58.3
Tyr-23 -6.24 6.78 0.54 85.2 —-85.7
Tyr-53 -3.56 5.96 2.40 574 —59.8
C-term —4.41 10.5 6.09 54,5 —60.6

where ¢, is the dielectric constant of bulk water.
Place a charge ¢ in this inner region, close to the
boundary. If the boundary were just a plane, the
field produced by the induced polarization of the sol-
vent could be represented, inside this region, by a
charge of opposite sign located within the solvent.
At any point within the inner region, then, the po-
tential produced by the charge ¢ and that produced
by the solvent have opposite signs, i.e., they are neg-
atively correlated. In the general case of a more com-
plicated geometry it is reasonable to expect that if
the charge g is close to the boundary the potentials
would show the same negative correlation.

Next, we examined the contribution of the first
shell of solvent to the total free-energy difference.
We isolated the shell of water molecules using a dis-
tance criterion; the distance was chosen based on the
distribution function of water around a protein cal-
culated by Komeiji et a1.5¢ They show two different
distributions; one around polar groups, with the first
minimum at approximately 3.8 A (Fig. 3b, Ref. 54),
and another around apolar groups, with the first
minimum appearing at approximately 5 A (Fig. 3¢,
Ref. 54). Our preliminary results using either shell
size were not very different; we chose a distance cri-
terion of 5 A for our solvation shell.

Table V shows average interaction potentials, cor-
relation functions, and cross-correlation functions
computed from the first shell of solvent, as well as
the values using the entire solvent system. These
results show that the first solvation shell contrib-
utes heavily to the total solvent-background cross-
correlation function, as well as a large induction ef-

fect [(AVP),o1 (18t shell)], suggesting that this shell
does not behave like a low dielectric region.

Effective Dielectric Response

It is common practice when calculating electro-
static energies in proteins using a macroscopic ap-
proach to assign to the molecule an internal dielec-
tric constant of the order of 2 to 4; this type of model
assumes that the dielectric region within a protein
is homogeneous. Various studies concerning charge
screening in proteins have also been undertaken by
several other research groups.®55-57

Given the quadratic dependence of AG on the
charges in the Gaussian fluctuation approximation,
we can define a collection of “apparent” dielectric
constants, ¢;, that would include the effect of the
surroundings on each pair of residues i and j, by the
following expressions,

1 i
S g (— - B(AV,AV,)) =S¥
oy Ty (e €4Tij

[0 1220
¢ = [1 — BAVAV)r,1™. ®)

Figure 3 shows a plot of the computed ¢;; as a func-
tion of r;, the distance between two titratable
groups. Due to the periodicity of the system the long-
est physical distance between two residues cannot
exceed about 20 A. In fact, we have taken into ac-
count only distances up to 15 A because of the spu-
rious correlations that appear at longer distances.
These correlations arise because water molecules lo-
cated near pairs of residues that are separated by
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TABLE IV. Different Contributions to the Correlation Function Term,

g—<AV?> [see Eq. (4)] (Energies in kcal/mol)

B

B

B

Rosidie  C0Vhay sV B GVadViwd  Savd
N-term 93.8 39.3 -52.8 80.3
Lys-1 76.2 156.5 -19.2 72.6
Lys-13 61.9 4.07 0.201 66.2
Lys-33 68.8 13.9 -12.4 70.4
Lys-96 74.4 17.2 -23.4 68.2
Lys-97 70.8 13.2 -16.9 67.1
Lys-116 82.1 114 -16.7 76.8
Asp-18 49.3 14.5 -12.8 51.0
Asp-48 76.9 49.1 -51.1 74.9
Asp-52 59.2 32.3 ~25.6 65.9
Asp-66 36.0 36.7 ~10.1 62.6
Asp-87 66.6 33.6 -30.5 69.8
Asp-101 61.5 9.84 -12.6 58.7
Asp-119 71.1 26.2 —41.8 55.4
Glu-7 72.0 31.8 -50.2 53.7
Glu-35 44.2 24 .8 -11.3 57.7
His-15 64.4 52.3 -33.3 83.4
Tyr-20 69.9 184 —20.0 68.4
Tyr-23 97.8 49.0 —-61.6 85.2
Tyr-53 53.5 28.9 -25.2 574
C-term 53.6 4.38 —3.50 54.5

TABLE V. Contribution to the Free Energy Terms From the First Solvation Shell (Energies in kcal/mol)

Residue <VL solv) g (AV?, solv) zg <AV£'solvAVi.back) <Vi solv> g <AV12,solv> zg <AVi,solvA Vi,back>
number (1st shell) (1st shell) (1st shell) (total) (total) (total)
N-term ~1.95 125.9 -50.4 -0.004 93.8 -52.8
Lys-1 -4.32 121.3 —-274 -1.25 76.2 -19.2
Lys-13 -10.1 99.0 -2.71 -6.21 61.9 0.20
Lys-33 -0.81 108.4 -10.2 0.79 68.8 -12.4
Lys-96 -0.19 1111 —24.4 3.08 74.4 -23.4
Lys-97 -4.90 1174 -17.3 ~4.83 70.8 -16.9
Lys-116 -1.03 119.6 -13.6 -3.92 82.2 -16.7
Asp-18 -20.6 99.0 -21.7 -15.5 49.3 -12.8
Asp-48 -3.21 113.7 -53.9 -0.21 76.9 -51.1
Asp-52 -2.51 89.5 -26.9 0.49 59.3 -25.6
Asp-66 —-3.42 63.4 -21.3 —0.20 36.0 -10.1
Asp-87 -18.1 99.6 —28.6 ~-16.4 66.6 -30.5
Asp-101 -4.17 102.7 -13.9 -5.34 61.5 -12.6
Asp-119 ~20.0 95.9 -35.4 -19.5 711 —41.8
Glu-7 -19.7 122.5 —-47.5 -15.9 72.0 -50.2
Glu-35 -3.36 68.5 ~-16.3 -2.34 44.2 -11.3
His-15 —-4.43 99.3 -32.6 —-2.21 64.4 -33.3
Tyr-20 -6.85 105.2 —25.2 —6.83 69.9 -20.0
Tyr-23 -4.49 133.3 —-43.7 ~6.24 97.8 -61.6
Tyr-53 —4.93 90.7 —28.0 —-3.56 53.6 -25.2
C-term -5.94 94.1 —4.28 —-4.41 53.6 -3.50

half the box (about 20 A) become effectively closer
when periodic boundary conditions are imposed,;
thus, they could either directly interact with each
other (provided the cutoff is much smaller than half
the box), or be correlated due to interactions with

water molecules located in between them. This ef-
fect can be important since the orientational corre-
lation length is a significant fraction of the length of

our simulation box.58

The shielding observed is much smaller than ex-
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Fig. 3. Distance dependence of point-to-point “apparent” dielectric constant.

pected, and the e s appear to fluctuate around a
constant value. The trend expected would be for €8
to asymptotically approach a larger value at larger
r,s due to the promixity of the residues to the sur-
face of the protein, hence to the solvent, and to reach
a smaller value at smaller r s due to dielectric sat-
uration. Correspondingly, we would expect larger
dispersion in the values of ¢, at smaller distances,
due to the different environments each pair of resi-
dues can experience (i.e., both residues in the inte-
rior of the protein, or else near the surface); as the
distances get larger, the pairs of residues would tend
to get closer to the surface, reducing the dispersion
in the values of ¢;s. Our results in Figure 3 agree
with the latter expectations.

We also estimated the error involved in the cross-
correlation functions from the standard deviation of
(AV,AV)) obtained for five intervals of the MD sim-
ulation, and incorporated this error into the calcu-
lation of e. Figure 4 shows separately ¢ + Ae, and ¢
— Ae. Values of € are now more scattered and fluc-
tuate between 1 and 4, closer to the commonly ac-
cepted dielectric constant values of the interior of a
protein. It is important to emphasize the high sen-
sitivity of e to changes in (AV,AV)); in order to illus-
trate this effect we show in Figure 5 the relation
between e and the site—site cross-correlation func-
tion at a constant distance of 10 A. The most inter-
esting region is the one with values of € greater than
or equal to 1 (i.e., positive cross-correlation func-
tion); in this region a change of (AV,AV) from 10 to
19 would cause a jump in the “apparent” dielectric
constant from 2 to around 30.

Reasons for the relatively small ¢; values ob-

tained here can be traced to the particular treat-
ment of long-range interactions; a similar behavior
was observed in other studies of systems of two ions
in solution.®® A more systematic study of the effect
of the dielectric response on the free energy of ion-
ization of charged particles in aqueous solution is
currently underway in our laboratory.

CONCLUSION

Studies of intrinsic pK, shifts of ionizable groups
in hen egg white lysozyme including explicit solvent
have been performed using molecular dynamics sim-
ulations in conjunction with a Gaussian fluctuation
method. An advantage of the Gaussian fluctuation
method is that it only requires a single simulation of
the system in a reference state to calculate all the
pKs in the protein, in contrast to multiple simula-
tions for the perturbation method (FEP). Overall

. agreement with the direction of the pK,,, shifts ob-

tained by Bashford and Karplus using a continuum
solvent model was observed,'? even though the mag-
nitudes of the shifts were found in general to be
larger than the Poisson-Boltzmann predictions.

Recalculation of the pK,s using a larger cutoff for
water—water and water—protein interactions (pro-
tein—protein interactions were already analyzed us-
ing infinite cutoff in all cases, see “Computer Sim-
ulation”) gave preliminary evidence that long-range
interactions are an important factor in our calcula-
tions, affecting the large magnitudes of the pK,
shifts. This suggests that the implementation of a
better treatment of such long-range forces is a ne-
cessity, and should be addressed before continuing
on to the calculation of effective pK,s.
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“Apparent” dielectric constant including errors in cross-correlation functions (see the section Ef-

fective Dielectric Response); dots, € + Aeg; squares, € — Ae.
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Fig. 5. Dependence of e with respect to the cross-correlation functions at a constant distance between

ionizable groups; r; = 10 A

Another factor that might affect the accuracy of
results is the magnitude of the Ags used in the Gaus-
sian fluctuation formula. In previous studies, it was
clear that the equation gave optimum results when
a reference state was chosen so that Ag was 0.5
charge units or less.3* We are planning additional
studies to optimize the choice of reference state for

calculation of protein pK,s from explicit solvent sim-
ulations.

The importance of explicitly including the solvent
in studies of biological systems in solution is not to
be underestimated; there is evidence that the hy-
drating waters surrounding a molecule exhibit dif-
ferent behavior from the bulk water®®°-%2; for our
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particular study concerning ionization properties of
different groups in a protein, the effect of the water
solvating these charged groups is of even greater
significance, and it would be advantageous to have
these special properties of the surface waters come
directly from the model used. Other research groups
have also emphasized the importance of the use of
explicit solvent when performing pK, calcula-
tions.*!%1® The Gaussian fluctuation method is rel-
atively fast and easy to implement; once the accu-
racy of charging free energy simulations is
improved—mostly by improving the treatment of
long-range interactions—the method has the poten-
tial to become a powerful tool for developing reduced
descriptions of complex biological systems. The be-
havior of the proteins’ charged groups plays a criti-
cal role in the structure and function of enzymes,
and the calculation of pK, shifts is an important step
in understanding the microscopic basis of more com-
plicated processes, such as catalysis in biological re-
actions. We are currently refining methods for treat-
ing electrostatic interactions in solvated protein
simulations to increase the accuracy with which pK,
shifts in proteins can be predicted.
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APPENDIX: GAUSSIAN
FLUCTUATION FORMULA

In this Appendix we present a short derivation of
the formula

AG = S Vaq - SZ(AVzA"j>AinQJ (AD
i tJ

for the change in free energy in terms of the charge
differences. For a more detailed discussion the
reader is referred to Ref. 31.

The partition function for a system of charges {g,}
at positions {x;}, assumed fixed, can be written as

Z ({Qifxi}) = e‘BG

= [amje-puiximn (a9

where the interaction potential U has the form
Ulix;}, {Xh = U'{x}, XD + U'(XDH (A

where U’ is the Coulomb potential of interaction be-
tween the charges {q,} and the “solvent” (identified
by {X}), and U" is the part of the potential that de-
pends only on the “solvent” coordinates {X}. Since U’
is just a sum of Coulomb potentials it is a linear
function of the charges {q,} and so

Zaoxh = [ diXjePZaVoBU  (ag)

where V, is the Coulomb potential produced by all
charges not in the set {g;} at position x;. This expres-
sion can be rewritten as

z=c [ avipvpetZa  (@as)

where the constant C is given by the g-independent
formula

C = [ dixjepUxs (46)

and p({V}) is the probability distribution function
for the random variables {V}. The Gaussian fluctu-
ation formula is derived by making the assumption
that p is a Gaussian distribution, i.e., is of the form

1 .

Inp{V}Hh = - EZ AV,CYAV; + constant (A7)
LJ

where AV, = V, — V, and the matrix CY can be

related to the correlation functions (AV,AV)). More

precisely we have

(C‘l)ij = oy = <AVL‘AVJ'>{Q}=0 (A8)

where the correlation function is to be computed in
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the “reference” state with all charges g, equal to
zero. A simple gaussian integration then yields the
desired result. ‘

It should be pointed out that there is another con-
tribution to AG which is independent of the “sol-
vent” configuration and is given by the Coulomb in-
teraction between the fixed charges,

B qiq;
=N = A9
2 (A9)

it “X:‘"Xj”
The above derivation can be extended straightfor-
wardly to include a reference state where some or all

the charges are not zero. The details can be found in
Ref. 31.







